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Natural hazard

Definition (UNISDR, 2009)

“Natural process or phenomenon that may cause loss of life, injury or
other health impacts, property damage, loss of livelihoods and
services, environmental damage, or social and economic disruption”.

Life losses Environment Cost
& injuries



Total losses: EUR 511 635 million

Natural hazards

The European Commission estimated that,
between 1980 and 2017, natural hazards
caused, in the EU:

* Loss of ~90’000 lives
e Economic loss > 500 M€

Geophysical events (earthquakes, tsunamus, volcanic eruptions)

Climate-related events (floods, wildfires)
are more frequent and intense due to
global warming (IPCC, 2019)

Metearological events (storms)
Hydrologacal eveants (floods, mass movements)

Climatological events — Heatwaves

Other climatologacal events (cold waves, droughts, forest fires)

Economic losses from disasters caused by natural hazards, EU, 1980-2017
4



Floods

Global warming causes the retention of

water in atmosphere (~+7% over 1°C):

* storms are more likely to produce
extreme precipitation events

* increased risk of flood events

On average, the 30% of all natural
disasters occurred are floods.

600

500

400

Occurrences
W
o
o

200

100

0
O & © 3 > & S 0 9 > o 2
LI FF I F T T T T s

Year

m All natural disasters mFlood events

Occurrence of flood events compared to all other natural disasters
— Centre for research on the Epidemiology of Disasters (CRED)



Wildfires

According to the Joint Research Centre
(JRC) annual report on wildfires, in 2019,
more than 3800 wildfires (>30 ha) were
observed in 40 countries (EU), involving a
total burnt area of ~7900 km?:

* nearly 4 times more than the total
surface burnt in 2018

* nearly 3 times more the average
number of wildfires in the past decade

Wildfire in Athens, Greece, 7t" Aug 2021 — Reuters.com



Emergency Management cycle

Prevention

Recovery Mitigation

Preparedness

Response




Emergency Management cycle

Prevention

Prevention
Actions taken to prevent an emergency (e.g. monitoring of the water level,
cleaning river banks)



Emergency Management cycle

Prevention
Actions taken to prevent an emergency (e.g. monitoring of the water level,
cleaning river banks)

Mitigation
Structural measures to reduce the risk or the impact of new disasters if
prevention is not possible (e.g. earthquake resistant buildings)



Emergency Management cycle

Prevention
Actions taken to prevent an emergency (e.g. monitoring of the water level,
cleaning river banks)

Mitigation
Structural measures to reduce the risk or the impact of new disasters if
prevention is not possible (e.g. earthquake resistant buildings)

Preparedness
Equipment and procedures aimed to increase a community’s ability to respond
when a disaster occurs (e.g. emergency drills) 10



Emergency Management cycle

X<
00
Mitigation Preparedness &@63’ Response
)

Response
Actions carried out immediately before, during, and immediately
after a hazard impact, which is aimed at saving lives, reducing economic
losses, and alleviating suffering (e.g. rapid assessments, rescue operations)

11



Emergency Management cycle

3
Qo
<

Response
Actions carried out immediately before, during, and immediately
after a hazard impact, which is aimed at saving lives, reducing economic
losses, and alleviating suffering (e.g. rapid assessments, rescue operations)

Recovery
Actions taken to restore normal conditions, repairing of physical, social and
economical damages

12



How can EM operations be supported?

Social media data Satellite acquisitions



User5 @user5 v
More trucks drive through flooded roads in
Lakewood Park.

’> e — %
Xep e

: .-"éafﬂ'—?%s}?&.; —
Social media analysis for
informative features extraction
during flood events

Earth observation for automatic
burned areas/flood mapping

14



Involvement in European H2020 Projects

(Research and Innovation Actions - RIA)

R

17 :?) ) %

AR . . IREACT
:;W'f; Politecnico LINKC
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N Jhelter e s

-

[ _ e

N .
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State of the Art

Exploiting Social media in
Emergency Mgmt

User5 @user5

More trucks drive through flooded roads in
Lakewood Park.

17



Exploiting Social media in Emergency Mgmt

Emergency management applications involve:
* Computer vision
* Natural Language Processing

Computer Vision
» Detection of the hazard and/or visible subjects Image of a flooded region

in the image (people, vehicles, infrastructures) w
» Semantic segmentation of the hit area and/o of

visible subjects in the image (people, vehicles, '

infrastructures)

Semantic segmentation of water |,



Computer vision — Detection tasks

Classification problems

* since the creation of AlexNet
(2012), Convolutional Neural Fuly
Networks (CNNs) have been

O
. . Input O. X t
widely adopted in computer =8 ‘ =2 OO
vision with a variety of versions I o '-'_._';i_".-{_’g
' - O
o

(DenseNet, Inception, ResNet, e

VGG) \ J\ /
e composed of two parts: featurs Extracton Classification

» feature extraction

 classification

19



Computer vision — Detection tasks

Features extraction

Convolutional layers interleaved with Fully
Convolution
pooling layers pooling

- ’ O Ve
Input ‘ Ol y
Be O _.-A:‘_-_.::-_}‘_I.O
Descriptors: . =3 S, L
1 | 00
g

e Color and Edge Descriptor (CEDD)

e Color Layout (CL) \ N J
» Joint Composite Descriptor (JCD) FestarEstraction Cassiicaticn

* Morphological descriptors

* Other

20



Computer vision — Detection tasks

Classification
* Through Feed Forward Neural o Pooling ... "'gf . out
Networks T @y % O .:'_f‘.:.;g
* Through other ML algorithms, such | _ g_.{; 270
as Decision tree, Support Vector ot
Machines | Y /| Y
Feature Extraction Classification




Computer vision — Semantic segmentation

Semantic segmentation problems

* Classification CNNs are adapted to
Fully convolutional networks
(Long et al., 2014)

* Introduction of bilinear
interpolation and upsampling to
restore original image resolution

* Introduction of skip connections
to merge high frequency
information with spatial
representation

22



Exploiting Social media in Emergency Mgmt

Applications related to emergency management are usually

related to Computer vision and Natural Language Processing
approaches.

Natural Language Processing (NLP)
» Detection of the hazard and/or information about the context
(people, vehicles, infrastructures)



Natural Language Processing — Detection

Text Preprocessing

* Tokenization

» Stopwords filtering,
* Lemmatization

Feature representation
* One-hot encoding
* Word embeddings (Word2Vec, GloVe)

Classification approaches

* Machine Learning (SVM, Decision Tree, Random Forest)
* Recurrent Neural Networks (LSTM)

* Transformers (BERT)



Social Media - Limitations & Challenges

Limitations
Detection or segmentation of objects in the content
(e.g. hazard, people, infrastructures)

Challenges
Deduction of deeper information from the context

(e.g. road viability, flood depth)



Goals: Social Media

) feion ) o ) i) Response ey

Floods Users
More trucks drive through flooded roads in
L]

Lakewood Park.

evaluation of roads conditions to
determine their viability

estimation of flood depth, to detect
places and people potentially in danger

26



State of the Art

Exploiting Satellite data in
Emergency Mgmt




The European Union's Earth Observation Programme

OPErNICUS

Europe’s eyes on Earth

Goal: monitor and forecast environment conditions:
e ontheland

* inthesea
* inthe atmosphere

It is based on satellite Earth Observation and in situ (non-space)
Sensors

28



P \\K\\\\\ti
\_OpErnicus =esa

&

N Europe’s eyes on Earth

Sentinel mission

European Space Agency

>

Sentinel-1 Sentinel-2 Sentinel-3
* Radar imagery * High-resolution optical imagery * Optical, radar and altimetry data
* Monitors land surfaces and oceans * Land surfaces monitoring * Marine and coastal monitoring

Sentinel-4, 5 and 5P
* Atmospheric composition monitoring, such as ozone,
nitrogen dioxide, sulphur dioxide, carbon monoxide,
methane, formaldehyde, and aerosol properties

&

29



Sentinel-1

* Fleet of 2 satellites

* Equipped with Synthetic
Aperture Radar (SAR)

e Revisit time (~1-2 days at
European latitudes)

dzesa

European Space Agency

OPErNICUS

Europe’s eyes on Earth

Acquisitions are performed through radio

waves: they are not shielded by atmospheric

conditions:

* avoids imagery occlusions or disturbances
like clouds and fog

Radar signal is transmitted:
* in horizontal (H) polarisation
* Invertical (V) polarisation

Products are available in single (HH or VV) or
dual polarisation (HH+HV or VV+VH)

For land monitoring the Interferometric Wide
Swath (IW) mode is largely adopted with

resolution of 5m x 20m and VV+VH polarization i,



' WS
Sentinel-2 Bl (cocrnicss €5€SQ

Europe’s eyes on Earth European Space Agency

C . Central Spatial
Band Description Wavelength (pm) r('S()llllti()ll (m)

1 Coastal aerosol 0.443 60

2 Blue 0.490 10

3 Green 0.560 10

4 Red 0.665 10

5 Vegetation red edge 0.705 20

6 Vegetation red edge 0.740 20

7 Vegetation red edge 0.783 20

8 Near Infrared (NIR) 0.842 10

Fleet of 2 satellites SA  Narrow NIR 0.865 20
Equipped with high-resolution, ‘) Water vapour 0.945 60
) . . 10 Short wavelength infrared (SWIR) 1.375 60
multi-spectral imaging sensors 11 Short SWIR (SSWIR) 1.610 20
Revisit time (~1-2 days at 12 Long SWIR (LSWIR) 2.190 20

European latitudes)



Copernicus — Emergency Management Service

The census of natural hazards is an -G‘pemicus
essential activity for: g lhite

* the delineation of the phenomena,
to prepare proper interventions

Rapid Mapping provides geospatial information within hours or days of a

an d |im|t the disaster service request in order to support emergency management activities in the
immediate aftermath of a disaster.

* the estimation of the damage to
buildings and natural environment
habitats (economical impact, life
losses, injuries);

e planning a proper restoration

Copernicus Emergency Management Service portal

32



Copernicus — Emergency Management Service

Currently, mappings are
hand-made by public bodies

or designated agencies

with the help of semi-automatic
techniques

Mappings can take hours or days
to be delivered

Goqniﬁ?yﬁ

Rapid Mapping provides geospatial information within hours or days of a
service request in order to support emergency management activities in the
immediate aftermath of a disaster.

. /
VIR » ‘y

Copernicus Emergency Management Service portal

33



Copernicus EMS — Delineation maps

Sentinel-2 Pre Wildfire acquisition Sentinel-2 Post Wildfire acquisition



Copernicus EMS — Delineation maps

— e~ T Crisis Information
B s - Burnt Area (04/08/2017)

T | i General Information
Area of interest

Settlements
| € Peopulated Place

Residential

Data Sources
Pre-event image: ESRI World Imagery © DigitalGlobe (acquired on 12/08/2013, GSD 0.5 m, approx. 0
% cloud coverage in Aol

Pestevent image: SPOTET © Airbus DS (acquired on 04/08/2017 at 10:34 UTC, GSD 1.5 m, approx. \\\ \
0 % cloud coverage in Aol, 8° off-nadir angle) provided under COPERNICUS by the European Union
and ESA, all oghts reserved.

Base vector layers: OpenStreetMap © OpenStreetMap contributors, Wikimapia.org, GeoNames 2017,
refined by the producer, ))
Inset maps: JRC 2013, @ EuroGeographics, Natural Earth 2012, CCM River DB © EUJRC2007, Y

GeoNames 2013.

Population data: Landscan 2010 © UT BATTELLE, LLC
Digital Elevation Model: SRTM 80m (NASA/USGS)

Relevant date records

X g Event 27/07/2017 Situation as of 04/08/2017
e | Activation 03/08/2017 Map production 04/08/2017

— Grs B 35




Copernicus EMS — Grading maps

- - g e ;?ﬂ [W'L Fire Grading General Information

- Destroyed Area of Interest
- Highly Damaged Settlements
€ Populated Place

. Land use - Land Cover
Negligible to slight damage Features available in vector data

C

| Moderately Damaged

Data Sources
Pre-event image: ESRI World Imagery © DigitalGlobe (acquired on 12/08/2013, GSD 0.5 m, approx. 0
% cloud coverage in Aol ,
Pestevent image: SPOTE/7 © Airbus DS (acquired on 04/08/2017 at 10:34 UTC, GSD 1.5 m, approx. \

0 % cloud coverage in Aol, 8° off-nadir angle ) provided under COPERNICUS by the European Union
and ESA, all roghts reserved.

Base vector layers: OpenStreetMap © OpenStreetMap contributors, Wikimapia.org, GeoNames 2017,

refined by the producer. ))
Inset maps: JRC 2013, @ EuroGeographics, Natural Earth 2012, CCM River DB @ EUJRC2007, <4

GeoNames 2013.

Popuation data: Landscan 2010 © UT BATTELLE, LLC
Digital Elevation Model: SRTM 80m (NASA/USGS)

Relevant date records

Event 27/07/2017 Situation as of 04/08/2017
Activation 03/08/2017 Map production 04/08/2017
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Burned area - Delineation

Based on thresholding of spectral indexes, that may vary from
region to region (manually assessed) BOS — B12

NBR =
. "7 BOS + B12
Usually evaluated through the Separability Index (Sl)
MIRBI=10-B12—-98-Bl11 +2
~ ‘:“b - /IUI
S] =———— B B12
gy + Oy NBR2 — 311 — B12
« SI > 1 indicates good separability B1l + B12
* SI <= 1lindicate poor separability (histogram - IBO6 - BOT - BRA
overlap between the burned and unburned classes). BAIS2 = - \/ BO4 ‘
J
Thresholding (Otsu) or ML algorithms (SVM, DTree) support B12 — BSA
manual evaluation: - ( )—_ )‘) + 1)
* in specific regions, such as forests or deserts \/]’1-) + BSA

* using pre- wildfire images that requires manual selection
(no clouds, fog, shadows, same season, ..)
37



Burned area - Damage severity estimation

The dNBR index is a widely acknowledged
estimator of the damage severity level.

ANBR = NBRpreg —NBRposr

After its computation, it is quantized in 5
different classes:

Unburned

Low damage

Moderate damage

High damage

Very High damage / destroyed

Aerial or in-situ inspections are performed
to correct the estimates

- OPEmICuUs

w difference Normalized Burnt Ratio (ANBR), as propased by Key

Fire Severity Class Range of dNER

ervice. Rocky Mountain Research Station. General Technical Aeport. RMRS-GTR-164-CD {pp

tudo of the Massd t (Erode Fre, JRC Techn Report EUR 21010, €

About the Copernicus EFFIS damage severity estimation algorithm (visited in 08-2021)

38



Flood Delineation

[OFLIS | 3

Sentinel-2 acquisition of a Sentinel-1 acquisition of Delineation maps
flooded region the same region distinguish flooded regions
from natural water sources

39



Flood delineation

Sentinel-1 — SAR data

Acquisitions are inherently affected by speckle noise
e Despeckling operations are usually performed
(Gaussian filtering, Non-local Means filtering)

Natural water sources are estimated from:

* Acquisitions before the event (must be assessed)

* Digital Elevation Maps (DEM), through the
computation of the Height Above Nearest
Drainage (HAND) index

(s,

Ve
opernicus Q\\\&\*‘ cSa

Europe’s eyes on Earth European Space Agency

Common approaches are:

histogram thresholding (Otsu)
region growing

change detection algorithms
Machine learning approaches (SVM,
Decision Tree)

40



Satellite data - Limitations & Challenges

Limitations

Pre-hazard image is usually required
* Need to be assessed and processed to be comparable with
the current or post-hazard acquisition

Spectral indexes are location dependent

* More effective in some regions than in others

* Thresholds may vary from region to region

* No existing approaches for visible-light only (wildfires)

Mappings are delivered in hours or days (manual assessment)



Satellite data - Limitations & Challenges

Challenges

Reliable mappings based on current or post- hazard acquisitions
only

Location-independent approaches

Fast mapping process, to promote near-real-time mappings
(e.g. from aircraft monitoring)



Goals: Satellite Data

Wildfires
Fast and automatic generation of:

e delineation maps
» grading maps (dmg severity estimation)

using post-wildfire acquisition only

43



Goals: Satellite Data

) Floods

* Fast and automatic generation of
delineation maps using current satellite
acquisition only

* Evaluating long lasting flooded region, to
assess after-hazard intervention

44
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Estimation of Road
Viability during Flood
Events

User5 @user5
More trucks drive through flooded roads in
Lakewood Park.

46



Estimating road viability

T ) oo

Goal

Provide a reliable approach to estimate
viable roads from tweets during a flood
event, suitable for real-world applications.

If geolocalized, those tweets can help
addressing rescue operations during the
emergency.

47



Problem statement

o) NG ) i)  Response  NREHEVS)

Input: Tweet post, containing both image (RGB) and metadata

Output

Determine whether:

e There is Evidence of any Road (ER) (1 for positive ER, otherwise 0)

* In case ER =0, estimate if the road is still passable (Evidence of Road
Passability, ERP) (1 for positive ERP, otherwise 0)

48



Dataset — Visual data

# Evid. of Roads | # Passable Roads
Dataset Total VES NO YES NO
development set | 5818 | 2130 3688 951 1179
test set 3017 - - - -

No evidence of road

Evidence of road

Passable road

Evidence of road

No road passability

49



Dataset — Visual data

Dataset Total

# Evid. of Roads

# Passable Roads
NO YES NO

development set | 5818

test set 3017

3688 951 1179

Images difficult to be classified

Evidence of road

Passable road

Evidence of road

No road passability

50



Dataset — Metadata

Field Description Type
Created at UTC tine when this tweet was created datetime
Entitics Dictionary of the entities which have been parsed out | object
of the text, such as the hashtags
Extended entities Dictionary of entities extracted from the media, object
such as the nnage size
Favorite count Indicates how many times the tweet has been liked mt64
Favorited Indicates whether the tweet has been hiked bool
Id Unique identifier of the tweet mt64
Id str String version of the unique identifier string
I= quote status Indicates whether this is a quoted tweet bool
Lang Indicates the language of the text (machine generated) | string
Possibly sensitive When the tweet contains a link it indicates if the bool
content of the URL is identified as containing
sensitive content
~ Retweet count Indicates how many times has the tweet been
retweeted k64
Retweeted Indicates whether the tweet has been retweetoed bool
Source Utility used to post the twoeet object
text Text written by the user string
Truncated Whether the value of the text parameter was
truncated bool
User Dictionary of information about the user who
posted the tweet object

51



Visual Information - Results (F1-Score)

EVIDENCE OF ROAD A EV. OF ROAD PASSABILITY '
MO !1 RS R i~ ~t ('~ L | :n ~ ~l
\‘ et Validation set ~l ' l ' l Validation set I ' ) :

Human annotation R7.32¢ {7.71°

* Evaluation performed on a subset of 50 images

52



Independent tasks: Single CNN approach

o |

CNN used: InceptionV3
Loss function: Binary Cross Entropy

53



Visual Information - Results (F1-Score)

EVIDENCE OF ROAD A EV. OF ROAD PASSABILITY 4

Approach ) v Test sl Tt st ) Fest st et s
l Validation set Validation set
Modiakb e (e
Human annotation NT.32* {7.71°
Single CNN 86,148 8488 6H2.84 59.99

54
* Evaluation performed on a subset of 50 images



Independent tasks: network ensemble (90)

Architectures
adopted

DenseNet101
DenseNet201
InceptionV3
MobileNet
NaSnetLarge
ResNetV2
VGG16
VGG19
Xception

Training strategy Aggregation strategy

N S S - pred(pi, ..., Pn, 2, Y) =
o 1. &t (]—) > 0.5 — z and voting(p, ..., Pn) = ’5’) or

—_ (1—) > 0.5 and voting(ps, ..., pn) > %— y) ;
0 otherwise.
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Visual Information - Results (F1-Score)

EVIDENCE OF ROAD %4

\ SN ' o ) ]:‘.I wi'! ](‘-l ~t'!
Pl o Validation set ‘

Modiakbwa
Human annotation 4 R7.32¢
Single CNN 86,48 8488
Networks Ensemble (%) 9).14 NT.T9 90.17

* Evaluation performed on a subset of 50 images

EV. OF ROAD PASSABILITY [%]

IC"-' L | ol sl
Validation set
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Visual Inform

S|

eOiaEval Benchmark

MediaEval Benchmarking Initiative for Multimedia Evaluation

EVIDENCE OF ROAD [%] | EV. OF ROAD PASSABILITY [%]

Approsch Validation set Fest a0l st got Validation set Vet et et oot
ModiaFwal (w MaodaabEwal Owy
Human annotation . R7.32¢ 17.71°
Single CNN 86,48 S PR 6H2.84 50.99
Networks Ensemble (90) 9%). 14 87.79 90.17 T0.56 6838 65.91
A. Moumtzidou et al. [107 66.65
B. Bischke |7 87.70 66.48
N. Said et al. 132 6503
D. Dias 30 64.581
Y. Feng et al. |46 64.35
Z. Zhao ¢t al. [170 87.58 63.13
M. Hanif et al. |63 T4.58 15.0M
A. Kirchknopf et al. |79 21

Best model for the task “Emergency Response for Flooding Events” — MediaEval 2018

N

* Evaluation performed on a subset of 50 images



Visual Information - Results (F1-Score)

EVIDENCE OF ROAD [%] [ EV. OF ROAD PASSABILITY (%]

'\I,;':”‘“Ex Validation set Lot set Test set Validation set Test sef Lest sef
MadiakFwnl) (Own (MedsEva Own
Human annotation ' RT7.32" : - . 17.71°
Single CNN SOLUAS N8N H2.51 59.99
Networks Ensemble (D)) 90. 114 87.79 9017 T0.56 G838 65.91
Networks Ensemble (34) SN91 8945 70.18 60,258

Net Ensemble (30) is “lighter”, but still unsuitable for real world applications

* Evaluation performed on a subset of 50 images



Grad-CAM activation

MAX MIN

ldea: considering both tasks as related

Jsel ysel Anjiqessed
peoy JO 9dU3pIATg peoy JO 92UapPIA]
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Related tasks: Double-ended network

FC

Frozen Fine-tuned
layers layers
L 1 w 4 1
FC
m Pre-trained
Picture
(299x299x3) FC

FC

AND

» ER

CNN used: InceptionV3
Loss function: Binary Cross Entropy

» ERP
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Visual Information - Results (F1-Score)

EVIDENCE OF ROAD [%] ' EV. OF ROAD PASSABILITY %]

i Vaidationoay o voeL . TORbACE | vlidnticniet ool Lost st
MaodiaFwal) (Own (MedesEval Ouwn
Human annotation . 87.32"° : - 17.71°
Single CNN NG N1.88 62.81 29.99
Networks Ensemble (W) 90.11 87.79 90.17 70.56 (G838 65.91
Networks Ensemble (34) SN91 8945 T0.18 65,25
Double-ended network S8.73 - 85.00 67.51 - 67.91

The Double-ended network performed:
* In ER task, similar to SingleCNN, worse than Net Ensemble (90)

* Inthe ERP task, it overcame the performances

61
* Evaluation performed on a subset of 50 images



Related tasks: Double-ended network

= mginC(g(t)) +D(g(t))

\
\
N

Frozen Fine-tuned //
layers  layers /
f 1 |ﬁl 1 /
FC FC o | » ER
7
' /
Pre-trained -
re- | e
'—" C&N FC //
Picture : Y
(299x299x3) FC FC = I » AND » ERP

g(t): deep feature representation for the training data t
C(g(t)): compactness loss (sample variance of the target class)
D(g(t)): descriptiveness loss (binary cross entropy) .



Visual Information - Results (F1-Score)

EVIDENCE OF ROAD (%] ' EV. OF ROAD PASSABILITY %]

PPN Validationset . v et Tesbset | o daticnset Loy o est et
MaodiaFwal) (Own (MedesEval Own)
Human annotation ' 87.32* - - 17.71*

Single CONN SOLAR N8N8 62.51 59.99
Networks Ensemble (M) 90.11 87.79 9017 T0.56 6838 65.91
Networks Ensemble (34) SN.91 89.45 70.18 6.28

Double-ended network S8.73 85.00 67.51 - 67.91
Double-ended with comp. loss R7.T8 8642 67.19 68.53

The comp. loss furtherly improves the F1-Score by ~1.4 % for ER and by ~0.6%

* Evaluation performed on a subset of 50 images



Dealing with Metadata

Text pre-processing Structured feature selection
( N\ )
text Translation to o
> . » Tokenization ER 000 0.01 0.08 0.01 0.02
English
\§ J L J
4 ERP 0.02 Q.00 002 000 003
) )
o Stopwords b ] B ) 5
Lemmatization . . E g D £
filtering 2 2 : g 5
J J o : E : P
Word _ - ) 2
embedding matrix .
(30 x 200)

(GloVe)




ﬁa

Input matrix
(30x200)

favorited_norm
originally_en
retweeted_norm

BILSTM

Metadata approach

FC

FC

» ER

AND

—> £RP
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Overall results

EVIDENCE OF ROAD |%| EV. OF ROAD PASSAB. ||

Approach Validation set Test. set Validation set Test set

- Double-ended network 88.73 85.00 67.51 67.91
Double-ended (comp. loss) 87.78 86.42 7.49 68.53

- Metadata approach 59.93 65.56 56.82 57.05

V: Visual information only
M: Metadata information only



Combining Visual content and Metadata

‘”m =P InceptionV3

Picture

ﬁ»

input matrix

BILSTM

FC

FC

FC

favorited_norm

Oﬂglnall','_eﬂ

retweed_norm

FC

FC

» ER

AND

—» ERP
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Overall results

EVIDENCE OF ROAD [%] EV. OF ROAD PASSAB. [7]

Approach Validation set Test set Validation set Test set
Double-ended network S8.73 85.00 67.51 67.91
Double-ended (comp. loss) 87.78 86.42 67.49 68.53
Metadata approach 59.93 65.56 56.82 57.05

=  Double-ended network 78.96 86.99 61.06 62.96
- Double-ended (comp. loss) 77.85 84.56 73.61 75.93

Visual + Metadata approaches
* ER task: similar or slightly worse performances
* ERP task: compactness loss significatively improved the performances

V: Visual information only
M: Metadata information only
VM: Visual and Metadata information



Text can disambiguate road passability

User2 Userd .

o Houston Sy 58 tdoatked beryond b 10 Horrestead Cars Brive Ivough Soode] sheets
Saabed cars. BOODed SONtage 1oads N e aterran

BN A BV vy OO

Evidence of road Evidence of road
Not passable road Passable road
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Considerations

Networks ensemble (90) was the best model for the Flood
challenge in MediaEval2018, but it is unpractical for real world
problems

Proposed “Double-ended network”, a novel architecture, lighter
and faster, ready for real world applications

Compactness loss improved the performances

Using visual information, performances are comparable to the
Network ensemble (90) in the ER task, better in the ERP task
The Double-ended network was then extended using metadata,
which furtherly improved the performance when using the
compactness loss
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Introduction State of the Art
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Social Media data Satellite data

Rapid Mapping and Damage Assessment Platform
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Automatic
Delineation of
Burned Areas




Automatic delineation of burned areas

) ) ) » » >

Goal

* Reliable and fast approach for delineating burned
areas caused by wildfires, using post-wildfire
acquisitions only.

e The approach should be location-independent

The assessment foresees two steps:

 using visible light only, for aircraft monitoring
with low-cost mounted cameras

* using all spectral data



Problem statement

Input: I € RV*"X4  post-wildfire Image acquired from Sentinel-2 (L2A)
Visible light task: d = 3 (B02, BO3, B04)
All bands task: d =12

Output: O € {0,1}*"*, the burn delineation map (1 = burned area, 0 otherwise)

Sentinel-2 L2A acquisition Burned area delineation
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Dataset

5 countries involved: Finland, France, Italy, Spain,

Portugal

21 Copernicus EMS Delineation maps involved
Each Satellite acquisition is tiled in 135 images of

480x480 px

7 folds are created, according to geographical

proximity, having the following cardinality:
e Blue fold: 8
* Brown fold: 9
* Pink fold: 30
* Green fold: 16
* Orange fold: 18
* Redfold: 12
* Yellow fold: 42

FINLAND
NORWAY
tockholm  esTONA
LATVIA
DEINMARY
UNITED . > UTHUANIA
KINGDOM SOpeonege
BELARUS
EERANO NETHERLANDS
s oeriing POLAND
GERMANY
CIECHIA UKRAINE
SLOVAXIA
FRANCE [ ° ¥, HUNGARY i
g ROMANIA
CROATIA «Bhigrade
& Srabo « SERBIA
@ mawy o fsnsaria
&) X » 5 .
@ @ .
es GREECE
\r » “.\:-.'. . Valle
TUNISIA
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Data Analysis

. 9.688 ':{ 0. 2% 4
‘11\3;3;&’\ 2.001 -0.959 2.0 . +
1.5 i
e !
¢ ! N
')
4
1.0 4 ¢ ¢ $ ¢
Y L]
‘ ¢ ‘ "
¢ ¢

[ e

A/
S8 0388528803 EQ
Correlation Matrix (Pearson) Separability Index (SI)

Mostly correlated features are spectral bands used in burned area indexes (B06, BO7, BO8, B8A, B11)
The Separability index states NBR is the most suitable spectral index for this dataset
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Approaches: idea from the biological field

Burned areas can be interpreted as
circumscribed shapes presenting
irregular borders, sometimes
presenting branches or protruding
parts.

With some abstraction, this rough
description can be applied to
biological cells

b oy
Burned region
(binary mask)

Biological cells
(binary mask)




Approaches

P maxpool2x2 W up-conv conv 1x1
input P conv 3x3 @ classifier @ fusion
ima{;e > > : ole ol CUPUL

tile | | il i ~| segmentation

o

B K. ey %

480°

i .
350 ¥

2 : 2 :
I‘l‘l I‘l‘l = conv 3x3, RelLU 480° ) 4807 L 480°
{ Y <G ] <!

480x480

=+ copy and crop ¢

|»“ — -»-- # max pool 212
# up-conv 2x2 W) 480° % Softmax
-_ = conv 1x1 plx;
U-Net CuMedVision

“Reduced” number of params (20-30 MIn) if compared with other CNNs used as a backbone (e.g. VGG16 ~138 min)

Can be successfully trained in small datasets (hundreds/ thousands of pictures) s



U-Net: loss function

Original U-Net’s loss

E =) w(x)log(pyx(x))

xe 2

Each pixel x has a weight w(x) associated,
which give more importance to:

e errors at cell borders

e classes with lower frequencies

Loss function used in our work (both CNNs):

Soft Dice Loss: DL(yﬁ) =1- y+p+1

Dimensions of Input, output adapted
according to the tile size (480x480px)

2yp+1

input
image &

tile

’E’ i' segmentation

output

map

= conv 3x3, RelLU
copy and crop
§# max pool 2x2

# up-conv 2x2

= cony 1x1
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Results — Visible light

. CuMledVision U-Net
Fold
Precision Recall F1-Score  Precision Recall F1-Score

blue 0.33 0.99 0.19 0.34 0.99* 0.51
brown (.98 0.15 0.22 0.44 0.39* 0.41
fucsia .89 0.67* 0.77 .95 0.51 0.69
green 0.86 0.93* 0.95 0).98" .89 0.93
orange 0.86! 0.15 0.59 0.71 0.61* 0.66

red 0.23 0.99* 0.37 0.801 0.91 0.85
vellow .82 .81 0.83 .80 0.97* 0.87
Avg. 0.71 0.72 0.60 .72 0.76* 0.70

* Both tend to misclassify regions presenting deep water sources (blue,
brown folds) or bare soil, like bare rocks or arable lands (orange fold).
* U-Net presents more accurate and stable results

T best Precision; * best Recall; bold best F1-Score
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Results — All spectral bands

Fold NBR (Best Threshold) CuMedVision U-Net
(8] L
' Precision Recall Fil-Score | Precision Recall Fl-Score l Precision Recall Fl-Score
bhae 0.55 0.9x* 0.63 1 0.42 0.96 .58 091" 0,95 0,93
brown .80 0.\ 0.85 0.79 .83 X1 0.45 ().O8* 0.6}
fucsia .90 0.75 0.82 0.85 097 0.90 0.93" 0.95* 0.95
grecn 0.92 0,83 0.87 .08 0,95 0.96 0,991 0.91 0.95
orange 0.80° 0.77 0.74 0.64 0.99 0.78 0.71 0.99* .82
resd 0.78 0,53 0.81 0.73 (.08 .84 0,841 (.99 0.91
vellow 0.75 0.92 0.80 0.94 0.87 0.91 0.78 0.99* 0.87
Avg. 0.79 0,86 079 | 076 0.94 083 | 030 0.97* (.86
* NBR, with best threshold (manual operation) result to be accurate
* Both approaches significatively improve the performance and are robust to
water and bare soil
e U-Net confirms to be the best model for this task

T best Precision; * best Recall; bold best F1-Score
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Coastal area

Ground
Truth

CuMedVision

U-Net

Visible light

All spectral bands
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Forest area

I', *=
h

Ground
Truth

Visible light

All spectral bands
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Arid area

Ground
Truth

) |
> ¢
Visible light

CuMedVision U-Net
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Computational time evaluation

Table 3.4: Inference times of the assessed methods for the delineation task. consid-

ering input tiles of dimension 480 x 480 px.

Inference time (ms)

Bands | Method | # params Ave (CPU) Std (CPU) | Avg (GPU)  Std (GPU)

CuMed. | 21 Min 516 20 (]

. (0.2
RCB [I-Net 25 Min 719 27 15 0.3
NBR | - 2 3 - -

ALL Culled. 24 Min 624 22 7 0.3
U-Net | 31 Min 796 30 6l 0.4

Computational time linearly dependent with the number of parameters
Overall inference time < 0.8 s on CPU, < 0.062 s on GPU

Hardware

e CPU: Intel Core 19 7940x
e RAM: 128 GB, DDR4

e GPU: 1 x NVIDIA 1080 Ti
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Considerations

U-Net and CuMedVision are reliable approaches for this task

In visible light, both tend to misclassify water and bare soil (arable land, bare
rocks), but they can be affordable for a rough analysis

Using all the spectrum, both approaches are highly reliable (F1-Score > 0.82)
U-Net produce best mappings, and tend to be more stable to different land types.
Differences in computation time are negligible on GPU (< 0.0625s)

é Acknowledged as a runner up for the best paper award
International Conference on Information Systems for

Crisis Response and Management



Automatic Damage
Severity Estimation of
Burned Areas




Automatic damage severity estimation in
burned areas

) ) ) » » >

Goal

* Reliable and fast approach for estimating the
damage severity in burned areas, using post-
wildfire acquisitions only.

e The approach should be location-independent

The assessment foresees the use of all spectral data



Problem statement

Input: I € RY*"X4 |mage acquired from Sentinel-2 (L2A), d = 12 (all bands)

Output: 0 € R¥*", 0 < 0,,, < 4, the burn grading map

Where severity levels match the
Copernicus defined levels:

0: no damage

1: negligible to slight damage
2: moderate damage

3: high damage

4: destroyed

Sentinel-2 L2A acquisition

*Illustrated colors range from black (= no damage) to white (= destroyed)

Burned area grading map*
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Data analysis — Severity levels distribution

Severity levels relative occurrences

N No damage

BN Negligible to slight damage
60 {1 WM Moderately Damaged

. Highly Damaged

m Completely Destroyed

w “
#
” R
20 1
] l
: “ L
blue brown fucsia green orange red yellow
fold

Unbalanced folds, not all severity levels in each fold



Approach: Double-Step U-Net (DSU)

v
Y
X a
7 \
By Class ©_ X Tagresson
UNet @ " U-Net 1
Sortinel-2 L2A ~ ' 7/ Damage Seventy
CIOpPed Image : Doutsie-atep U-Net Estmanon
(4808 480%12) F (480w480)
Bumou‘urtu'noa
Denary mask
(AA0xADD)
Idea: what about splitting the problem in two subtasks? Loss functions
1) Segmenting the burned area (burned/not burned) e Binary U-Net: Soft Dice loss

2) Estimating the damage severity in the burned regions * Regression U-Net: MSE loss
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Ablation study

| Regression |
: : ] U-Net |
Single U-Net (regression) R e ,

Sentinel-2 L2A Damage Severity
cropped image Estimation
(480x430x12) (480x420)

Loss functions
* Regression U-Net: MSE loss



Ablation study

{ Regression |
. , > U-Net |
Single U-Net (regression) e e .

Sentinel-2 L2A Damage Severity
cropped image Estimation
(480x430x12) (480x420)

{ Binary Class !

> .
Parallel U-Net m”‘ ........... : W

Sentinel-2 L2A L, Regression Damage Severity
cropped image i UNet | Estimation
(480x480x12) (480x420)

Loss functions
e Binary U-Net: Soft Dice loss
* Regression U-Net: MSE loss



Single U-Net (regression)

Parallel U-Net

Double-step U-Net

Ablation study

-

Sentinel-2 L2A
cropped image
(480x480x12)

[

Regression '
U-Net H

Damage Severity

Estimation
(480x480)

Sentinel-2 L2A L, Regression Damage Severity
cropped image i UNet | Estimation
(480x480x12) (420x480)

Binary Class ,é | Regression-

U-Net ; U-Net ;

Sentinel-2 L2A
cropped image
(480x480x12)



o o MSE
Fold Severlty .. . . !"“",".‘f“.“. (.““\P..’. S
dNBR Single U-Net  Parallel U.Net  Double-Step UsNet

Results DR Tl S

Hbaw | 1.3 (LA | 050 e
; 082 063 065 [ R
] nax! 093 * 096 1.4
0 0es 022 020+ 047
| 097 008 0.94 052+
Beown 2 101 06s ! AR R
- a7 y 48, o y 35 2
: 5 Overall Per-Class Performance (RMSE) - P o i ——
Severity - D . : 048 1.2% 128 1.49
dANBR Single U-Net Parallel U-Net Double-Step U-Net 0 (52 0.99 0.16 (.24
’ . of P 1 L3 1,90 L4 LAz
() .62 .42 0.20 (.35 ' y 19 r a1 .
LR £ P 1.12 2.0 1.35 10
| 0051 1.07 1.08 1.03 * 3 1.10 097 097 0.5+
2 1.09 1.01 1.02 0.94 * : 167 126 1.2% 149
3 1.02 0.95 0.97 0.76 *1 0 020 0.25 0.04 * 0.1%
I 0.01f 1.45 1.16 1.30 * ! 064" 1.03 103 080 *
Green 2 LAs! 178 178 1.80*
Avg. (.92 (.08 .94 (.88 ) | 46 187 100 158
— — — e : .80 e 4 58 ' 00
] oo 00 O30 LRSS
1 110 6. 1.68 1L.47
Orange 2 1.04 114 114 1Az

* Considering U-Net based models, DSU achieves best . | _
performance in 4/5 severity levels = o . - -

» Considering dNBR (which uses pre- and post- fire Kax ke e e i e
acquisitions), DSU performed better AR 1% ks

0 131 057 | 051

| L st 084 1o

Yellow _' 124 080 0.89 %4 Bl

0! ) L1 118

95

T best among all approaches, * best among U-Net-based approaches



Statistical significance

For each fold and test case, we considered the RMSE
scores for all the tiles in the dataset.

- Friedman test was performed to recognize
statistical differences in the RMSE scores

- If the Friedman’s test H, is rejected, we performed

the Nemenyi test to assess the best approach

Ticks (v)indicate statistical relevance in both tests (H,

rejected twice). Best approaches are highlighted by the

best results (shown in the previous slide)

* Parallel U-Net perform better than Single-UNet on

severity 0 (thanks to Binary U-Net)

* Double-Step U-Net produce significatively different

results than the other approaches
* On average, DSU provide better results

I'Es v highdight saatistical

wk unavailable severity

' '
< < < < L - < < < <

- < < - -

- - - - <
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Examples

Single U-Net

Binary U-Net

Double-Step U-Net
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Examples

g 2;*..,
b .
By e

Ground Truth

Single U-Net

-

Binary U-Net

Double-Step U-Net
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Computational time evaluation

Table 3.7: Inference times of the assessed methods for the damage severity estima-
tion task, considering input tiles of dimension 480 x 430 px and 12 bands.

Nfothod - varams : lnt'c-nfm'v'timv (ms) _

2 | Avg (CPU) Std (CPU) | Avg (GPU) Std (GPU)
dNBR - ' 3 2 ’ - -
Single UN 31 Min TSRS 31 62 0.3

Parallel UN 62 Min 1582 13 104 0.5
Double-Step UN 62 Min | 1511 53 ; 103 2

Computational time linearly dependent with the number of parameters
Overall inference time ~ 1.5s on CPU, ~ 100ms on GPU

Hardware

¢ CPU: Intel Core 19 7940x

* RAM: 128 GB, DDR4

e GPU: 1 x NVIDIA 1080 Ti



Considerations

Proposed a novel method, named Double-Step U-Net (DSU)
* splitting in two sub-problems enhances the performances
 ablation study confirmed the hypothesis

Compared to the literature (dINBR), DSU performs better and
with only half of the information (only post-wildfire images)

Computation times are fast: 1.5s on CPU, 100ms on GPU



Automatic
Delineation of ongoing
Flood Events




Ongoing Flood delineation

Goal

* Reliable and fast approach for estimating the
damage severity in burned areas, using current-
acquired content and cartography data.

e The approach should be location-independent
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Problem statement

Input: | € RWX"xd 0 < I, , < 1,anormalized image acquired from Sentinel-1 (VV, VH, VV/VH)
C € {0,1}¥*" | a cartography map, involving hydrography
Output: 0 € {0,1}WXh , the flood delineation map (1 = flooded area, 0 otherwise)

Flood delineation
(no natural water sources)

Sentinel-1 acquisition



Dataset

5 countries involved: Austria, Greece, Ireland, Italy,

United Kingdom

Contains 64 satellite acquisitions of size 480x480 px, 3

channels

5 folds are identified, with the following cardinality:

AU fold: 8
GR fold: 8
IR fold: 21
IT fold: 11
UK fold: 16

Country  Activation Code Location Nune
Al EMSRIst JEMALONGCCONDOBOLIN
GR EMSR122 MISTRYMONAS
EMSR122 MMAVROTHALASSA
IR EMSR149 SENNIS
MSRI9 GORT
EMSRI9 SPORTUMNA
EMSR149 (ATHLONI
EMSR149 OGCOROFIN
EMSR149 MCASTLECONNEL
EMSRI5% MLOUGHFUNSHINAGH
g EMSR192 MASTI
EMSR1%2 OCASALEMONFERRATO
EMSRI%2 IALESSANDRIA
EMSR192 SALE
K EMSR 4T OICARLISLY
EMSR 147 MKENDAL
EMSRI50 MYORK
EMSR1%0 OSELBY
EMSR150 SLEEDS
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Assessed approaches

Support Vector
Machine
(SVM, baseline)

x A
1 \g\°°d
@] Xl
O
o ® , 2
o O o I,S’uppon
. Vectors
® 9
o \
A \\\\‘",
@
0% o
EZ) oo
0°(>o°6° L
,°°
>
X

* Hinge loss and L2 regularization

L(zj,y;) = H(z;,y;) + L2

Random Forest (RF)

Instance
Random Forest ’
A Y .
e B P
-~ - o~ - "a
-4 B o ) R I+ P
¥ R A w R I A i R SR (i
602000000 odod0dbdS 6000 d0'dd
Tree-1 Tree-2 Tree-n
Class-A Class-B Class-B

{ Majonty-Voting |

Final-Class]

* # Decision trees: empirically

assessed
* Purity criterion: Gini index

U-Net

332 64
1
Ze. -lels 2
HE
¥ 64126 I
I'I.
2lels
B B3
¥ 128 256 '

I.I.I = conv 3x3, RelLU
1 copy and crop
L 2
§# max pool 2x2
- -~
-u-u § up-conv 2x2

+ 4
S e e — = conv 1x1

* Same as burned area delineation
* Loss function, Dice Loss:
n 2up + 1
DL(y,p) =1 — WET -
y+ P+ 1



Preprocessing: windowing (SVM & RF)

neighobour pixel (pg,0)

/ target pixel
/

/ _— Po,0,0 [ Po,0,1 | Po,0,2 | Po,1,0 Pw-1,w-1,2
Input tile: 480 x 480 px, 3 ch Window Vectorized window
(w Xw pixels, w odd) Length: w XwX 3

Transformed input dimensions: (480x480) X (w Xwx3)

rows columns
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Flood Delineation from Satellite data
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Flood Delineation from Satellite data

Ablation Study:

» Test case #1: Using only raw data
(Input data)

* Test case #2: Using despeckled
data (Input data + despeckling)

* Test case #3: Using the full

approach (despeckled data +
hydrography)
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Overall Average Results

Test #1: Raw data

| SVM RF U-Net
Test

|Precision Recall F1-Score  Precision Recall F1-Score Precision Recall F1-Score
#1 | 061 0.79 0.69 0.781 0.71 0.74 0.77 0.82* 0.80
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Overall Average Results

Test #1: Raw data
Test #2: Despeckled data

Test | SVM RF U-Net

| Precision Recall F1-Score Precision Recall F1-Score Precision Recall F1-Score
#l (.61 0.79 (.69 ().T-\ff 0.71 0.74 0.77 ().82* ().80
#2 (.79 0.73 0.75 0.78 0.72 0.75 ().821 0.79* 0.80

Despeckling operation:
 significantly improves SVM performance (+6% F1)

 does not affect either RF our U-Net
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Overall Average Results

Test #1: Raw data
Test #2: Despeckled data
Test #3: Despeckled data + Hydrography

SVI J-Ne
Test l SVM RF | et
| Precision Recall F1-Score Precision Recall F1-Score Precision Recall Fl1-Score
#1 0.61 0.79 0.69 0.781 0.71 0.74 0.77 0.82* 0.80
#2 .79 0.73 0.75 (.78 0.72 0.75 ().821 0.79* 0.80
w0 0.80 0.76 0.76 ().897 0.83 (.85 .85 0.87* 0.86

Despeckling operation:

 significantly improves SVM performance (+9% F1)

* does not affect either RF our U-Net

Hydrography:

 slightly improves SVM performance

 significantly improves RF and U-Net performance (+10% and +6% F1, resp.)



Test case #1

Raw data

SVM

Delineation examples

RF U-Net

Ground Truth



Test case #1

Test case #2
Despeckled

Raw data

SVM

Delineation examples

RF U-Net

Ground Truth



Test case #2 Test case #1

Despeckled

Test case #3
Desp. + Hydro

Raw data

Delineation examples

g7

Ground Truth



Are RF and U-Net’s maps significatively different?

McNemar’s statistical test

For each fold and test case, we considered the predictions of all the delineation maps
generated by RF and U-Net.

Given A and B, two different approaches, we formulated:

 Null hypothesis (H,): delineation maps generated by RF and U-Net are equal

* Alternative hypothesis (H,): delineation maps generated by RF and U-Net are
significantly different

Considering a = 0.05, H, was rejected for each test case, therefore:

RF and U-Net produce significatively different maps



Computational time evaluation

Table 4.5: Inference times of the assessed methods for the delineation task. consid-
ering input tiles of dimension 480 x 480 px and 3 channels.

Inference time (ms)

Method | # params | o 0 (CPU) Std (CPU) | Avg (GPU) Std (GPU)

SVM < 100 217 15 - -
RF 21 Min 293 33 - .
U-Net 25 Min 716 24 A7 0.4

Hardware

e CPU: Intel Core 19 7940x
e RAM: 128 GB, DDR4

e GPU: 1 x NVIDIA 1080 Ti
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Considerations

* U-Net and RF, with Despeckling and Hydrography provide highly affordable
delineation maps

e Considering evaluation scores (Precision, Recall, F1) U-Net performs, on average,
slightly better than RF

* Considering computational execution time, RF is faster on CPU (because of the
reduced number of params), U-Net is way faster on GPU

This study proved that U-Net and RF are valid methods that provide high accurate
delineation map in near-real time, considering the current satellite acquisition
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Rapid Mapping and Damage Assessment Platform

[
: : a s Satellite
MlcroserV|ces Client«l— B2 Queue messaging system gp\ Data
architecture able to 4 5 Provider
process and deliver 8 .
mapping requests {}Q Dispatcher E 5—5-3 Controller
automatically.
—1 t
. : . v v ]
Delineation and grading
O(g a Cross Learning Geospatial
models > Data s
. Platform downloader
presented are operative Interface (xDI)
in this platform. ! !
5 Data

() sentinelhub *docker NGINX B hgunicorn O FastAPI % @ ONNX

dramatiq



Rapid Mapping and Damage Assessment Platform

: : (]
Any authorized Client e _|
sends the request Client DA Queue messaging system

containing:

* Area of Interest
* Date range,

* Hazard type

* Mapping type

The Queue messaging
system handles the
communication with
the other modules




Rapid Mapping and Damage Assessment Platform

The Dispatcher ®

determine the requests -
Client

to be processed,

according to the

available hardware

resources

The Controller handles
the whole mapping
process, coordinating
the flow of information
among the other
modules in the
platform

—>

D4  Queue messaging system

{f} Dispatcher

< 8%8 Controller

[
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Rapid Mapping and Damage Assessment Platform

The Controller requests ®

i e _ Satellite
to the GEOSpatIaI _ Client X Queue messaging system ‘,' Data
downloader, satellit N Provider

acquisitions. Y

{f} Dispatcher > 8%8 Controller

The Geospatial

Downloader retrieves ' t

Sentinel 1 and 2 '

acquisitions, according Geospatial |,
. . downloader

to quality constraints of

cloud coverage and

data coverage

122



Rapid Mapping and Damage Assessment Platform

The Controller creates ®
tiles from the satellite - __, _ N, Satellite
Lo . Client E Queue messaging system "\ Data
acquisition, sending \& .
Provider
them to the Deep

Learning (DL) Platform.

{f} Dispatcher > 8%3 Controller

The DL platform ' f

instantiate the right Y ¢

model and perform the Learning Geospatial |
. .. Platform downloader

mapping activity.

Mapped tiles are $

returned to the 8 Data

Controller.
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Rapid Mapping and Damage Assessment Platform

The Controller retrieves
and merges the
mapped tiles into the
final map. Then, it
delivers satellite
acquisitions and the
map to the Cross Data
Interface (xDI).

e |

Client «<=—

D4  Queue messaging system

\ 4

{? Dispatcher

A

> 8%8 Controller

v
C
120 o

Interface (xDlI)

—1 1
! ]
Learning Geospatial |
Platform downloader

1!

\,

\\*"\

Satellite
Data
Provider

i
Els
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Rapid Mapping and Damage Assessment Platform

The xDl is an open ®
e _ Satellite
source Data Client<—: E Queue messaging system " Data
Management System, R 5 Nl Provider
makes available and v
gdltable gll the received dg Dispatcher s'i‘a Controller
information to the ’
client, through a web ——
portal. ' . '
Cross ) .
: o(g a Data Learning Geospatial |,
. Platf download
Finally, the Controller Interface (xDI) attorm owmioacer
notifies the Client the I} I}
completion of the 5 Data

mapping request.
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Deep Learning Platform

Platform for the deployment of Deep Learning
Models (Onnx standard)

It can be used for both Geospatial and Social
Media models

Main tasks:

1. handles the upload of a new deep learning
model

2. operationalizes a model, loading it in
memory and enabling it to receive inputs

and to return inference predictions

3. handles a model inference request

4. return the inference results

Deep Learning Platform

sh

Controller

& e
service

\ 4
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Deep Learning Platform — Performance evaluation

Input
* Tile of 480x480 px x 12 channels (11.5 km?)

* Tests performed in the dataset presented for
burned area delineation and grading tasks
(135 tiles)

Model
* Double-Step U-Net

Hardware

e CPU: Intel Core 19 7940x
e RAM: 128 GB, DDR4

e GPU: 1 x NVIDIA 1080 Ti

Time (ms)

Step Batch size: 1 | Batch size: 2 | Batch size: 4
avg std avg std avy std
Request | 139 10 268 16 505 23
Inference | 110 7 215 14 443 31
Response | 66 3 140 3 305 10
Total 313 20 | 624 33 1253 64
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Deep Learning Platform — Performance evaluation

Results
* The average mapping time is
~313 ms per tile, with a standard Time (ms)
deviation of 20 ms Step Batch size: 1 | Batch size: 2 | Batch size: 4
avg std | avg std avy std
e Batch size and execution time Request | 139 10 | 268 16 505 23
. Inference | 110 7 215 14 443 31
are Imearly dePendent Response | 66 3 | 140 3 305 10
e Inference time is coherent with Total 313 20 | 624 33 1253 64

the assessment performed in
the related chapter
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Outline

A A
Introduction State of the Art
Y, Y,
e A A
Supporting EM using Supporting EM using
Social Media data Satellite data
. Y, Y,
4 A
Rapid Mapping and Damage Assessment Platform

Conclusions
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Other contributions (Emergency Mgmt.)

Response Recovery

local features

VGG19 Knee
(no top) class
Input knee
(224x224x3)
Image
class
VGG19
(no top)
Input image b
(224x224x3) !
global features

Floods: estimation of flood depth, to detect
places and people potentially in danger
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Other contributions (Emergency Mgmt.) =~
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Wildfires: unsupervised burned area estimator Floods: expert system for the automatic

(pre + post wildfire acquisitions, visible light only) evaluation of long-lasting flooded regions from
timeseries and metadata 131
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Social Media data
* Proposed two novel techniques for the inference of viable roads during flooded events

* Novel flood depth estimation model, to identify dangerous places and people at risk

Satellite data

* Solutions for the automatic delineation of those phenomena from post-event satellite acquisition,
which leverage on optical data, radar data, and cartography. (1 Flood, 3 Wildfires)

* Novel approach for the post-event damage severity estimation of regions affected by wildfires,
validated through in-field tests

Architecture

* Development of a micro-services architecture, which operationalizes the models published during
the PhD, currently adopted in SHELTER (European funded project)
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Future works W

S

Social Media data
* Evaluation of structural damages to buildings

* Evaluation of injured people that would need hospitalization

Satellite data

* Combination of Sentinel-1 and Sentinel-2 data to overcome occlusions (clouds)
and delineate ongoing wildfires

* Models to forecast the wildfire evolution exploiting extra data (weather
information, digital elevation maps)

* Delineation of other natural hazards (e.g. earthquakes)
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